
Abstract. The 5¢-GCGTGGGCGT-3¢ (T4) oligomer
found in the zinc ®nger 268±DNA complex was mutated
into the sequence 5¢-GCGGGGGCGT-3¢ (G4). A 3D
model was constructed from the T4 sequence using an
X-ray structure as a template. Molecular dynamics
simulations were used to test the thermal stability of
the model. A 500-ps trajectory was obtained for the
fully charged complex in water using GROMOS87. The
complex and the G4 sequence are found to have
dynamically stationary behavior. Comparisons made
with a previous T4 sequence molecular dynamics simu-
lation show both systems have similar thermal stability.
The structure of DNA appears to be maintained by its
global interactions with the protein although the mutated
site does not contribute with its full potential for binding.
The protein structure shows some small di�erences
compared to the T4 simulation. The simulation provided
evidence for the role of a chloride ion interacting with the
protein and helping in the recognition process.
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1 Introduction

Molecular modeling and molecular dynamics (MD)
simulations are used to obtain information concerning
the structure and ¯uctuations of a DNA oligomer bound
to an 85-residue-long zinc ®nger (Zif) protein in a bath
of simple-point-charge (SPC) water and counterions.
Although the structure and activity cannot be dissoci-
ated, simulation approaches can be used to obtain

information that is complementary to experiments.
Special attention is given to the study of protein±DNA
recognition determinants measured by atom±atom ¯uc-
tuation patterns, while the question concerning the role
of cations in molecular recognition [1, 2] is outside the
scope of this paper.

MD simulations of highly charged subsystems inter-
acting among themselves and counterions have repre-
sented, according to a review by Louise-May et al. [3], a
challenge to which partial solutions have recently been
found [4, 5]. The structural equilibrium of DNA repre-
sented by di�erent force ®elds has been studied by Feig
and Pettitt [5]. Successful simulations have been pub-
lished for DNA oligomers in double- [4] and triple-heli-
cal arrangements [3, 5]. For protein±DNA complexes
with fully charged molecules results are more sparse [6].
A symmetrized counterion model for the full Zif complex
[7, 8] showed a reasonable degree of stability for a 1.1-ns
trajectory. Although in the last few years collective
variable modeling of nucleic acids has been developed
[9], atomic resolution simulations are still a comple-
mentary means to achieve a description taking into
account atomic contacts and the sequence-dependent
heterogeneity that contributes to protein±nucleic acid
recognition. Two strategies can be found in the literature
concerning the protein±DNA representation: one where
special features and new accurate parameter sets are in-
troduced to represent the system [5]; the other, used here,
aims to retain the general atom potential representation
valid for any model molecule and is able to describe the
system from a vacuum to condensed phases. In the spirit
of the latter strategy, we are examining the results ob-
tained with the parameter set found in GROMOS87 [10]
and GROMOS90 [11]. This approach, extensively used
in our group, has been successful in representing proteins
in vacuo [12, 13] and in solution and, without further
change, it is being used to study protein±DNA com-
plexes [7, 8]. The numerical results suggest that, besides
the treatments of ions interacting with phosphate groups
(P ions), the generic force ®eld used in GROMOS87 does
not require any external constraints on the solute on
a nanosecond time scale to get reasonable ¯uctuation
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patterns. It is worth noting that the SPC solute interac-
tion in the early version of this model was at fault [14].
After correcting solvent-to-solute interactions that, pic-
torially speaking, transformed what was before a hy-
drophilic carbon atom into a hydrophobic one without
a�ecting water-to-water interactions [14], an e�ort to
simulate the coion distribution was made by using par-
ticular forces on the P ions. Coions are to be understood
as the presence of an ionic atmosphere [15] that might be
surrounding the complex in solution.

For the DNA in Zif268 [16] two consensus sequences
have been reported: 5¢-GCGTGGGCGT-3¢ and
5¢-GCGGGGGCGT-3¢ [17], referred to as T4 and G4
sequences, respectively. We consider the Zif268±DNA
complex (Zif complex) for which X-ray data is available
[18, 19] and for which MD simulations of the fully
charged complex in water have been carried out [7, 8].
The full structure is illustrated in Fig. 1. The G4 sequence
coordinates were obtained by the molecular replacement

T4 ¬ G4 in the 10 base pairs found in the Zif complex
reported by Pavletich and Pabo [18] and Elrod-Eriksson
et al. [19]. One of the aims of this work was to test the
stability of the molecular model to thermal ¯uctuations.
To this end, a 500-ps-long trajectory was obtained and
analyzed. Here, we report changes in the ¯uctuation
pattern of recognition sites and intramolecular interac-
tions in both partners to help sense the e�ects of local
DNA±protein interactions. The results are compared
with our previous 1.1-ns trajectory of the Zif complex
(i.e. the T4 sequence) [7, 8]. The model system used here
contains about 5000 SPC water molecules [20±22] and so
the e�ect of an ionic atmosphere was introduced via
a weak position constraint (force constant 0.58 kcal
mol)1 AÊ )2) acting on the P ions after relaxation as de-
scribed in our previous work [4]. This model does not
solve the general problem of representing the ionic at-
mosphere around the fully charged DNA although, in
practice, it yields reasonable results. Questions such as
those raised by univalent cations [2] that appear to me-
diate speci®c interactions with DNA thereby helping
mediate recognition [23] are not treated here.

From a modeling perspective, simulating the G4 se-
quence may be of interest for the study of another family
of Zif proteins, a two-zinc ®nger protein related to the
high-a�nity binding site of the negative regulator
mediating carbon catabolism repression in Aspergillus
nidulans (CreA) [24] for which the consensus DNA se-
quence can be approximated by the G4 sequence. The
results found here may help modeling of this protein±
DNA complex.

2 Model and computation details

2.1 Setup and equilibration

The computer mutation of DNA in its complex with the
Zif protein was done with mdFRODO [25]. The re®ne
option was used to geometry-optimize the mutated base
pair in order to sense the initial e�ects of local DNA±
protein interactions. The initial geometry of the P ions
(eight Na+) was taken from the initial positions used for
the T4 sequence simulation [7, 8]. The cubic box, 7.056-
nm length, and octahedral periodic boundary conditions
were used to generate a 5175 SPC water sample [26]. The
solvent con®guration, generated with the PROBOX
routine of GROMOS87 [10], was regularized with an
energy minimization, keeping the solute and ion posi-
tions restricted. This step converged after 84 steps. The
full complex including P ions has a global state of charge
of +1. This charge was neutralized with a chloride ion,
positioned with the help of PROION [10], which put it
between Arg70 and Arg80 belonging to the third Zif.
Histidines are not protonated while arginines and lysines
are positively charged, and aspartates and glutamates
each have negative charge. The cuto�s are the same as
used previously: 12 and 8AÊ for Coulomb (long-range)
and Lennard-Jones interactions, respectively. This sys-
tem was submitted to a 5-ps MD simulation with the
solute and ions restrained to construct a starting point
with the same structure as in the T4 simulation. Full

Fig. 1. a The ®rst (T4) model that was constructed from the X-ray
structure of the zinc ®nger (Zif) 268 peptide±DNA complex solved
by Pavletich and Pabo [18]. The crystal structure of DNA consists
of ten base pairs plus an extra base in the 5¢ end of each strand [18].
The two extra bases were removed in the T4 model. The protein
domain (Zif), which is 85 residues long, contains three tandemly
repeated Zif motifs (named F-1, F-2 and F-3) that are arranged in a
semicircular (C shaped) structure that ®ts into the major groove of
DNA. Each Zif consists of an antiparallel b sheet and an a helix
that are held together by a zinc ion (coordinating two cysteines and
two histidines) and a hydrophobic core. The ®ve linker residues
between the ®ngers are denoted L12 and L23 respectively. b T4
simulation: average and regularized structure of 1100 ps of
simulation. The two submolecules are separately least-squares
®tted against crystal structure a The average is taken over 110
frames (each 10 ps). c G4 simulation: average and regularized
structure of 500 ps of simulation. The two submolecules are
separately least-squares ®tted against crystal structure a The
average is taken over 50 frames (each 10 ps)
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solvent relaxation was carried out before computing
10 ps of equilibration for the whole system. For such
large systems, the solute temperature equilibrates rather
fast [7, 8]. The global system also equilibrates fast,
although potential-energy ¯uctuations between solute
and solvent are manifest. For the sake of comparison
with the T4 simulation, the trajectory was analyzed after
the 10 ps used to equilibrate the whole system; hence,
any nonequilibrium behavior can be sensed directly.

2.2 Model di�erences

The system simulated di�ers from the previously report-
ed one on few points:

1. Mutation of the thymine at position 4 by a guanine
(T4 ¬ G4).

2. The global charge of +1 for the zinc coordination
motif used with the T4 sequence is here scaled down
to zero by using +1 on the zinc and )1/2 on each
sulfur atom of the coordinated cysteines. This gives a
multipolar interaction of zinc with its surroundings
that is weaker than the preceding one.

3. Instead of four randomly positioned chloride ions
(positioned far away from the surface of the solute)
there is only one initial chloride ion positioned
between Arg70 and Arg80. The chloride ion was
allowed to move freely in the simulation.

2.3 Binding site de®nition

Measuring from the 5¢ end, the binding site for ®nger 3
(F-3) corresponds to the base G1-C2-G3 sequence,

®nger 2 (F-2) recognizes the sequence G4-G5-G6 (i.e.
the mutated binding site), while ®nger 1 (F-1) interacts
with G7-C8-G9. As indicated in Scheme 1, the recogni-
tion sites are named m3, S6 and S3 [27], respectively.

2.4 Initial structure of the mutated binding site

The G4-G5-G6 sequence interacting with F-2 in the
initial model is shown in Fig. 2a. It involves the direct S3

Scheme 1

Fig. 2a±c. The network of interactions involved in the contacts of
F-2 is here illustrated by the side chains of residues Arg46, Asp48
and His49 in the protein and the two bases in G5 and G6 in
the guanine-rich strand of DNA. The mutated bases in G4 and C17
are also illustrated. a The start coordinates after mutation in
mdFRODO [25] and energy minimization as described in the text. b
The 500-ps time average (not regularized) coordinates yield contact
distances below 2.30 AÊ , except for the contact with His49 and the
base pair contact between N2 of G4 and O2 of C17. However, the
shortening of the distance in the third contact of the same base pair
leads to an opening and a negative stretch [31] with respect to the
setup coordinates (a). c An overlay of 50 snapshots (each 10 ps) of
the side chain of His49. Initial orientation is colored red
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contact between Arg46 and Gua6. The weaker S6
contact between Gua5 and His49 (dotted arrow in
Scheme 1) is left here without initial hydrogen bonding.
In the X-ray structure, His49 is oriented so that the Ne
hydrogen interacts with the N7 of Gua5. Here, the
hydrogen was put at Nd, thereby weakening the
interaction with Gua5. The m3 contact is absent, while
in F-1 and F-3, the m3 contacts are made via arginines;
the corresponding position in F-2 (residue number 6 in
the a helix) is occupied by a threonine (Thr52). Thr52 is
far away and only rather weak van der Waals interac-
tions may be e�ective.

Some intramolecular interactions in the protein have
been suggested to act as stabilizers for the recognition
determinants. In Fig. 2a, Asp48 is near Arg46 and may
lead to stabilization of the S3 interaction. This is an issue
to be monitored in the simulation. Note also that the
mutated base pair (Gua4/Cyt17) is rather far away from
this important S3 contact.

To sum up the initial model, nothing has been done
to enhance the interactions of ®nger F-2 with the DNA.
We assume that the dominant interaction is made be-
tween Arg46 and Gua6 (S3 contact), probably assisted
by Asp48 as was the case in the T4 sequence simulation.

3 Results and discussion

3.1 Average structure features
of the mutated binding site

In Fig. 2b, the 500-ps time-average structure (nonregu-
larized coordinates) shows that the S3-binding and the
S3-stabilizing salt bridges between Asp48 and Arg46 are
conserved. The same ®gure illustrates that the S6 contact
is not re-formed. His49 has an average orientation that is
tilted 144° about the CbACc bond with respect to the
initial structure. Pavletich and Pabo [18] noticed that a
180° rotation about the CbACc bond in His49 would
allow direct contact between the Ne hydrogen and the
O6 atom (instead of the N7 atom) in the same guanine.
In the simulation (initial NeAN7 distance of 2.8 AÊ ) the
distance increases and so no hydrogen bonds could be
formed with either N7 or O6.

3.2 Contact distance ¯uctuations
in the mutated binding site

The Gua4-Cyt17 Watson±Crick contacts ¯uctuating
about a value not far from the initial con®guration are
shown in Fig. 3a. As is apparent from Fig. 2b the
hydrogen-bonding pattern seems to have a ¯uctuation in
the opening angle as de®ned in the work of Lavery and
Sklenar [28].

The S3 contact of F-2 (Fig. 3b) and the S3-stabiliz-
ing intramolecular contact between Arg46 and Asp48
(Fig. 3c) ¯uctuate around their initial values. In the
vicinity of the S3-stabilizing contact there is one contact
between Asp48 and Cyt14 (the complementary base to
Gua7) that may contribute to the recognition. Pavletich
and Pabo [18] pointed out that the geometry of these

hydrogen bonds was not favorable and assumed they
do not play a major role in the recognition. This con-
tact is totally lost after 60 ps (Fig. 3d) but reappears
after 350 ps.

The structural ¯uctuations of His49 are shown in
Fig. 2c. This is an overlay of 50 snapshots (from each 10
ps) of the side-chain coordinates. The picture indicates
that the histidine does not rotate freely in spite of the
fact that there is no hydrogen bonding with N7(Gua5).
The time evolution of rotational angle about the CbACc
bond of His49 (not shown) reveals that the space
available to His49 does not allow it to rotate freely in
our model. After the ®rst 80 ps the imidazole ring li-
brates at a value between 120° and 180° from the initial
site without hydrogen bonding to N7 (and there is no
hydrogen-bond acceptor close enough to attract the Nd
hydrogen of His49). In the T4 simulation, His49 found
its way back to a regime of stationary ¯uctuation close
to the initial orientation after 700 ps. It should be noted
that in the T4 sequence the S6 contact was comple-
mented by the direct interaction between His49 and
Thy4. This contact was very well conserved during the
T4 simulation and it might have contributed to the re-
covery of the original orientation of His49; however,
calculations of the potential of the mean force by Nor-
berg and Nilsson [29, 30] show such direct van der Waals

Fig. 3. a The Watson±Crick interactions in the mutated base pair
(G4:C17) were measured as the distance-average over the three
hydrogen bonds. Since hydrogen atoms are not visible in the X-ray
data the distances are measured between the following (heavy)
atoms N2(G4):O2(C17), N1(G4):N3(C17) and O6(G4):N4(C17).
b The S3 contact was monitored as the average distance between
the CZ of Arg46 and the two acceptor groups (O6 and N7) in G6.
c The S3-stabilizing intramolecular interaction between Arg46 and
Asp48 was measured as the average between the two hydrogen-
donating groups (CZ and NE) in Arg46 and the accepting CG in
Asp48. d The S3-stabilizing intermolecular contact between Asp48
acid and C14 was detected by measuring the distance between the
donating N4 of C14 and the accepting CG in Asp48
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interaction with the methyl group of thymine to be
rather weak. These results indicate that in the T4 se-
quence the rotation of the imidazole ring is hindered

because of the bulky methyl group rather than the van
der Waals attraction to it.

As the G4 sequence model was biased towards a weak
S6 contact, the simulation suggests that possible hy-
drogen bonding between Ne and N7(Gua5) would
marginally contribute to the site stability.

3.3 Distance ¯uctuations
in the nonmutated binding sites

The recognition contact distances involving F-1 and F-3
(i.e. the two nonmutated binding sites) ¯uctuate very

Fig. 4. a The DNA structures (right) during the simulation
illustrated by 50 frames, each 10 ps, least-squares ®tted to all
DNA atoms in the starting structure. The reference starting
structure is on the left. b Time series of global base±base parameters
for G4 and its complementary base (solid line) and the average
taken over all ten base pairs (dashed line). The averaged X-ray value
is indicated in parentheses. c Time series of the global inter-base-
pair parameters (®rst three rows) and the global base-pair axis
parameters (last two rows) for G4/C17 (solid line) and the all-ten
average (dashed line)
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similarly to the T4 simulation: both trajectories produce
weak, direct S3 interactions with F-1 (i.e. the average
distances between heavy atoms are above 4.5 AÊ ) and
stronger S3 contact with F-3. It is also signi®cant the

total lost of the intramolecular S3-stabilizing contact in
F-1, shown in the T4 simulation as well as in the G4
simulation, while the same contact distances in F-3
¯uctuate with remarkably low amplitudes (lasting 400 ps
in the T4 simulation and at least 500 ps in the G4
simulation).

Fig. 4. (Continued)
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The S3 contact in F-3 involves the base neighbor of
the mutated Gua4; this seems to have no e�ect in the
trend. Note that the distance between Arg74 and Asp76
increased after 400 ps in the T4 simulation. This change
is not observed here, which suggests that this local
structure may be less strained than the T4 structure.

The m3 contact was totally lost for both F-1 and F-3
in the T4 simulation. The same thing happens in this
simulation for F-1, while the m3 contact distance for F-3
keeps on ¯uctuating around 4 AÊ . A close analysis shows
that the di�erence may be assigned to the position of the
chloride ion. In the G4 simulation it is located between
Arg70 and Arg80 and ¯uctuates there at about 4-AÊ dis-
tance. No constraint acts on this ion. The result appears
to be a rather stable m3 interaction for F-3. In contrast,
in the T4 simulation, no chloride was there to hold the

side chains and the m3 contact vanished. A parallel G4
simulation where the chloride ion drifted away resulted
in the same behavior as in the T4 simulation.

3.4 Global properties

Figure 1 depicts the optimized crystal form, the T4
average structure and the G4 average coordinates. The
500-ps-averaged and regularized coordinates of G4
(Fig. 1c) elicit a well-conserved global structure for both
the DNA (all atoms) and the protein (a carbons) when
compared to the crystal structure (Fig. 1a). Comparison
with the 1.1-ns average structure of T4 (Fig. 1b) shows
that the two simulations behave about the same in this
respect.

Fig. 5. a The full complex,
overlay of 50 frames, one each
10 ps, from the simulation. For
DNA, all atoms de®ned in the
molecular dynamics program
are drawn, while the protein
structure is illustrated by the a
carbons. Each frame is least-
squares ®tted to the crystal
structure with respect to the
DNA atoms only. b Fifty
frames of the protein. The
structures are least-squares
®tted to the F-2 atoms. The
pictures illustrate the a carbons
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3.4.1 Behavior of DNA

Figure 4 illustrates how the DNA molecule ¯uctuates
close to an average structure. The time series of the root-
mean-square deviation (RMSD) from the starting struc-
ture of DNA (not shown) ends up with a value below 1.6
AÊ . We used the program Curves [28] to get more re®ned
information.

The time series for complementary base parameters
(opening, propeller twist, buckle, shear, stretch and
stagger) are displayed in Fig. 4b. Except for the pro-
peller twist, the behavior of the average and the mu-
tated base pair is strongly correlated. During the ®rst
150 ps the propeller twist shows relatively large ¯uc-
tuations: at least they are di�erent when compared to
the value averaged over all pairs. As already noted by
Pabo and coworkers, the X-ray structure is a special
variant of the canonical B form (Benlarged groove). The
advantage of this MD simulation is to show the high
degree of stability shown by these parameters when
plotted as a function of time. The modeling has not
introduced structural faults. This can be appreciated in
the analyses of neighboring base pair parameters (see
later).

A signi®cant analysis is provided by global inter-base-
pair parameters such as twist, roll, tilt, tip and inclina-
tion [31]. The time series for G4 and its complementary
base are reported together with the average value taken
over the 10 base pairs in Fig. 4c. We also include
the global base-pair axis parameters: shift, slide, rise,
x-displacement and y-displacement. The X-ray value
(average) is indicated in parentheses.

The X-ray structure is not a canonical B structure.
The twist value is about 45, which is 10 points larger that
the standard B form (35.9). The twist related to our
mutated pair ¯uctuates around 25, while the average is
higher that this ®gure and it tends towards a B-form
value. The roll for the X-ray structure is negative (about
)0.4); the average roll ¯uctuates in the vicinity of zero,
while the mutated pair ¯uctuates slightly above the
average value. This angle in the simulation is above
the standard B form (about )1.17).

3.4.2 Properties of the protein

Fifty frames of the complex (all atoms in DNA and a
carbons in the protein), taken from each 10 ps, are
shown in Fig. 5a. The picture illustrates well-conserved
secondary and tertiary structures of the system, although
the protein seems to ¯uctuate more than the DNA. The
®nal RMSD for the full protein is 2.2 AÊ , while each Zif
has a ®nal value below 1.5 AÊ . The protein coordinates
are least-squares ®tted to the F-2 atoms in Fig. 5b. The
F-1/F-3 motion can be pictorially described as if the Zifs
were hugging the DNA. From the Zif protein in the
absence of DNA (with and without water, data not
shown) the motion is still present, although with a
smaller amplitude. The presence of SPC water molecules
enhances this motion as the solvent prevents implosion,
which is a common feature of vacuum simulations.

Comparisons with the T4 simulation reveals that the
®nger±®nger orientations were most likely a�ected by
the rescaling of the coordination sphere from +1 to 0. It

should be noted that the relative distances between the
zinc coordination spheres are larger than the Coulomb
cuto�. The e�ect may be due to interactions with the P
ions or to intramolecular interactions with the lysines
found in the linkers.

The linker between F-1 and F-2 (L12) consists of the
residues Thr-Gly-Gln-Lys-Pro, with the lysine having a
net charge of +1. The ®ve residues between ®ngers F-2
and F-3 (L23) make a H-C link [32] or a Kruppel-type
linker (Thr-Gly-Glu-Lys-Pro) [33] that includes a salt
bridge between the lysine and the glutamate. These
structures are important as they convey ¯exibility to the
external ®ngers (F-1 and F-3) [34, 35] and may be re-
sponsible for the di�erent behavior in the T4 and G4
simulations. We have found that the relative ®nger±®n-
ger displacement is conspicuously related to rotation
about the linker backbone and the ®rst residues of the
b sheet. Moreover, as the zinc coordination sphere
interacts with the charged residues in the linker (dis-
tances shorter than the Coulomb cuto�), one could
expect di�erent behavior of the ®ngers when the zinc
net charge is rescaled.

Another reason for the di�erent relative orientation
of F-1 and F-3 is probably the change in repulsion from
a symmetrized positively charged counterion (Na+) that
is positioned between F-1 and the DNA. The ion was
put there since the crystal structure showed a very small
contact surface between the two submolecules. We
propose that F-1 might have been molded by crystal
interactions so that when freed in the simulation it could
move away. In the T4 simulation the repulsion force
between Zn2+ and the counterion was large and since
the counterion in the long run cannot move freely, the
®nger ®nally found an alternative conformation that had
less contact with DNA. In the present simulation the
counterion had the same constraint, but rescaling the
charge of zinc led to a less stressed situation, where F-1

Fig. 6. Time series (each 10 ps) of the distance between the
complementary bases. The persistence of contacts in Watson±Crick
bridges are detected via the distances between three hydrogen
bonds in G:C contacts and two hydrogen bonds in A:T contacts.
Since hydrogen atoms are not visible in the X-ray data the distances
are measured between the following (heavy) atom types
N2(G):O2(C), N1(G):N3(C), O6(G):N4(C) for the G:C contacts
and N3(T):N1(A), O4(T):N6(A) for the A:T contacts
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is less molded (discussed later). The conformational
search led to more open conformers with respect to
®nger±®nger orientations.

The overall results including the T4 simulation sug-
gest that F-1 has a behavior di�ering from the other two
®ngers. The di�erent behavior is a combination of a less
tight ®t into the major groove of DNA and a higher
mobility. It is tempting to assume that these di�erences
are caused by a more ¯exible linker (remember that L12

lacks a salt bridge); however, other Zifs have been
reported to show high motional freedom in the presence
of the same linker residues as in L23 [34].

3.5 Watson±Crick pair conservation

The overlay of DNA structures from each 10 ps (Fig. 4)
illustrates how the bases stay in the region that de®nes

Fig. 7. a A schematic picture of
DNA and the Zif in the Zif
complex as a description of the
principal moments of inertia
analysis of the molecules. Note
that the two axes are not com-
parable. b Both molecules have
one longer principal axis (A)
and two signi®cantly shorter
principal axes (B and C) that
indicate a cylindrical mass dis-
tribution. The moment of iner-
tia about principal axis A (IA)
increases with increasing diam-
eter of the cylinder (the trans-
versal cross section). The shape
of the transversal cross section
is a 1-sphere (i.e. the perimeter
of a circle) when the moments
of inertia about B and C (IB and
IC) are equal. c The 2D asphe-
ricity (X2D) is a 2D scale-inde-
pendent shape descriptor that is
applied on principal moments
of inertia data in planes. We
have studied the X2D of the
transversal cross section (here
de®ned by principal axes B and
C) in the two molecules. A X2D

of 0 corresponds to a 1-sphere.
The maximum value of 1 cor-
responds to a straight line (col-
linear with principal axis B) and
with zero moment of inertia
about B (the moment of inertia
about C is nonzero). d A 3D
descriptor of the mass distribu-
tion is the 3D asphericity (X3D).
The extreme values are 0, that
corresponds to a spherical
surface and 0.25, which corre-
sponds to a straight line with
zero moments of inertia. The
two other principal moments of
inertia (IB, IC) are nonzero
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the Watson±Crick bridges, especially in the central
region where the mutation was made and where the
intermolecular interactions with F-2 take place. The
application of a distance criterion of a maximum 3.15 AÊ

for heavy atoms involved in the crystal structure
Watson±Crick bridge leads to an average hydrogen-
bond persistence of 64%. Moreover, 90% of the bases
keep an average distance below 3.65 AÊ , which is taken
to be the maximum distance criterion for a base pair that
is still able to make a hydrogen bond. The same analysis
in the T4 simulation gave 64 and 89%, respectively. The
time series of hydrogen-bonding distances is presented in
Fig. 6a. Except for the ®rst 5¢ (G1/C20) and last (T10/
A11) 3¢ base pairs the ¯uctuations show a well-conserved
hydrogen-bonding pattern. It is only the T10/A11 pair
which actually breaks away. We expected the base pairs
in the center of DNA to keep the Watson±Crick bridges
since that had been the trend in previous simulations of
free DNA (T4 sequence) and the Zif complex. DNA had
a tendency to unwind and open up in the 5¢ and 3¢ ends
both simulated free and in a complex with Zif. The
overall base-pair stabilizing tendency in the presence of
the protein led to better contact for DNA in the complex

than the simulation of free DNA in water [4]. Monitor-
ing the 3D trajectories in mdFRODO (not shown)
suggests that the intermolecular direct contacts are most
conserved in the center of DNA, just like in the T4
simulation. This interaction contributes to stabilize the
base-pair hydrogen bonds. These comparisons suggest
that the DNA structure is helped by its interaction
with the protein, a result agreeing with experiment [19]
and previous MD simulations of other protein±DNA
complexes [36, 37].

3.6 Time series of the shape descriptor

A sensitive analytical tool is provided by shape descrip-
tors [38, 39]. The asphericity descriptor is de®ned in
Fig. 7. The relative orientation of DNA and the Zif
protein is sketched as cylinders to help the discussion.

A cross-comparison of the 2D asphericity (X2D) and
the moment of inertia (IA) about the principal axis, A, is
presented in Fig. 8. The DNA molecule (Fig. 8a) starts
from an almost circular shape for the transversal cross
section and slowly moves towards a more elliptic shape.

Fig. 8. Time evolution the X2D,
(solid line), which describes the
shape of the transversal cross
section, and the principal mo-
ments of inertia (IA, dashed line)
about the longest principal axis,
A, which corresponds to the size
of the transversal cross
section as described in Fig. 7:
a DNA molecule; b Zif
(protein domain) molecule
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IA shows a similar time evolution. The high correlation
between the two parameters for the transversal cross
section (X2D describes the shape and IA describes the
size) indicates distance ¯uctuations of the diameter in
the same direction (i.e. principal axis B in Fig. 7) all the
time. Although the changes in absolute value are small,
the trend is what matters most here.

The protein shape mirrors the behavior of DNA as
shown in Fig. 8b. Note that the axes of the Zif are not
comparable to those of DNA as Fig. 7 illustrates. The
protein shows a clear trend towards a more circular
cross sectional shape, the opposite of the DNA behavior.

The 3D shape descriptor (X3D) results are depicted in
Fig. 9 with comparison to the results from the T4 sim-
ulation. The G4 trajectory (Fig. 9a) in the 500-ps range
shows convergence in the shape of both partners. This
analysis describes a behavior that might be a ®ne sensor
of intermolecular interactions. The T4 trajectory in
Fig. 9b presents similar behavior with a slower rate of
convergence. It also seems that the two molecules are
more in phase in the T4 simulation.

This shape descriptor is also useful for sensing subtle
di�erences in the behavior of the three ®ngers. The time

series of X3D for each ®nger in the trajectories of G4 and
T4 are illustrated in Fig. 10a and b, respectively. It is
apparent that F-1 is di�erent from the other two: F-1 is
always less spherical than F-2 and F-3, which are basi-
cally very similar in both simulations. It should be noted
that the time series of the principal moments of inertia
(not shown) for F-1 is extremely well conserved in the
present model. There is an indication that the repulsion
between the symmetrized counterion and F-1 is less
dominating in the present simulation.

A ®nal comparison, in so far as DNA is concerned,
can be made between the G4 and T4 simulations by
using the width, depth, diameter and path length/end-
to-end distance as shown in Fig. 11. The minor groove
presents in both cases a fairly stationary type of ¯uc-
tuation. The major groove reveals larger ¯uctuations
that can be traced back to the interactions with the
protein. The path length and end-to-end distance, for
each case, are pretty much the same. This indicates a
DNA ¯uctuation without bending. The diameter of
DNA is also fairly stable. Thus, the DNA region ex-
posed to the solvent is fairly stable (in terms of rather
stationary ¯uctuations), while the region exposed to

Fig. 9. Time evolution of X3D, which describes the shape of the
transversal cross section as described in Fig. 7: a for DNA (solid
line) and Zif (dashed line) in the G4 simulation; b for DNA (solid
line) and Zif (dashed line) in the T4 simulation

Fig. 10. Time evolution of X3D, which describes the shape of the
three Zif motifs: a from the T4 simulation; b from the G4
simulation. The crystal values are 0.697, 0.124 and 0.075 for ®ngers
F-1, F-2 and F-3, respectively
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protein interactions responds with large ¯uctuations.
Observe that both minor and large groove features are
in¯uenced by P ions. It can be concluded that these ions
do not freeze the DNA structure at all. In this sense,
they provide a practical model to represent such a
complex system.

4 Final remarks

Modeling of the G4 consensus sequence in a complex
with the Zif protein was submitted to a MD study.
Fully charged protein, DNA and a SPC water bath of
about 5000 molecules were used. The results were
compared to X-ray data obtained with the T4 consensus
sequence as well as with previous MD simulation of the
T4 model.

A hug motion was detected in the Zif when the rel-
ative motion between the ®ngers was monitored. The
hugging is a collective property of the protein. Di�er-
ences in hugging were found for the G4 and the T4
simulations. The picture is of a protein ¯uctuating
around its DNA structure. The ¯uctuations are as large
as those found for the T4 simulation. The three ®ngers
do not behave in the same manner. Fingers F-2 and F-3
keep the recognition sites within reasonable boundaries
during their thermal ¯uctuations; F-1 retains less of that
information.

The distribution of P ions in our model should not
be mixed up with the distributions of the neutralizing
ions in nucleic acid crystals. The simulation model
setup used here can now be used as a starting point for
further studies concerning issues such as the role of
cations on DNA structure. These issues have recently
been reviewed by McFail-Isom et al. [23]. A further
application is in the construction of 3D structures for
the CreA Zif DNA complexes [24], for which only se-
quence information is available. The results obtained
so far suggest that the F-2 and F-3 of Zif268 may

provide suitable templates to model this two-zinc ®nger
protein.
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